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Contrastive Learning

I Learning representations fθ : x→ v via separating positives and
negatives (contrast) measured by score.

I Optimize parameters θ
st. score (fθ(x), fθ(x+)) > score (fθ(x), fθ(x−)) .

Figure 1: Predictive (autoencoder) v.s. Contrastive [1].
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Non-Parametric Instance Discrimination [2]

I Problem formation: non-parametric instance-level classification.

I Learning objective: embedding function fθ(·) that induces a metric
over image space dθ(x, y) = ‖fθ(x)− fθ(y)‖ .

I Novelty: train a non-parametric classifier that distinguishes each
image instance as its own class.

Figure 2: Non-parametric instance discrimination framework.
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Parametric & Non-Parametric Classifiers

I Suppose we have n images {x1, x2, · · · , xn} and their features
{v1,v2, · · · ,vn} ,vi = fθ(xi).

I Parametric Classifier

P (i|v) =
exp

(
w>i v

)∑n
j=1 exp

(
w>j v

) ,
wj is a weight vector (parameter) for each class j, w>j v measures
how similar v matches class (instance) j.

I Non-Parametric Classifier

P (i|v) =
exp

(
v>i v

/
τ)∑n

j=1 exp
(
v>j v

/
τ)
, (1)

τ is a temperature parameter controlling the concentration level of
distribution, and no training parameters are involved.
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Parametric v.s. Non-Parametric

I Weight vectors (parameters) {wj} are only valid for training classes
and do not generalize.

I Non-parametric features {vi} can be added from new instances.

I Non-parametric formulation eliminates the need for weight vectors
and thus reduces computing and storing costs.
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Objective Function

I Maximum the joint probability that all instances are classified as
themselves:

∏n
i=1 Pθ (i|fθ(xi)).

I Equivalently, minimize the negative log-likelihood:

J(θ) = −
n∑

i=1

logP (i|fθ(xi)) . (2)
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Memory Bank

To compute Eq. 1, all images’ features, {vi} are needed and used
multiple times. A memory bank V is used to reduce the computing and
storing cost.

Memory Bank

Suppose fi = fθ(xi) is xi’s feature. A memory bank is a set of features
V = {vi},∀i randomly initialized and updated with vi ← fi during each
training iteration.

.
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Noise-Contrastive Estimation

Due to the large number of classes, n scales up to millions and
computing Eq. 2 can be prohibitively expensive. Noise-contrastive
estimation (NCE) is used to solve this problem here.

The multi-class classification task before is cast to a binary classification
that discriminates data samples and noise samples. The probability of a
representation v corresponding to the i-th example in V is:

P (i|v) =
exp

(
v>fi/τ

)
Zi

, (3)

Zi =

n∑
j=1

exp
(
v>j fi/τ

)
. (4)
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Noise-Contrastive Estimation (cont.)

Uniform distribution U(n) is used to formulate noise distribution.
Suppose noise samples are m times more frequent than data samples.
The posterior probability of sample i with feature v from it is:

h(i,v) =
P (i|v)

P (i|v) +mPn(i)
.

The objective to minimize negative log-posterior distribution is:

JNCE(θ) = −EPd
[log h(i,v)]−m · EPn

[log(1− h(i,v′))] .

Pd is the actual data distribution while Pn is the sampled sampled noise
distribution. v′ is the feature of another image.
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Noise-Contrastive Estimation (cont.)

Compute Zi from Eq. 4 is expensive. It is approximated via Monte
Carlo:

Z ' Zi ' nEj

[
exp

(
v>j fi/τ

)]
=

n

m

m∑
k=1

exp
(
v>jk fi/τ

)
.

With the NCE approximation, the computational complexity reduces
from O(n) to O(1) per sample.
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Proximal Regularization

During each iteration only one instance per class will be seen, and this

causes fluctuation. An additional regularization term λ
∥∥∥v(t)

i − v
(t−1)
i

∥∥∥ is

added for each positive sample.

The final objective function is:

JNCE(θ) =− EPd

[
log h(i,v)− λ

∥∥∥v(t)
i − v

(t−1)
i

∥∥∥]
−m · EPn

[log(1− h(i,v′))] .
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Weighted k-Nearest Neighbor Classifier

To classify test image x̂, first compute f̂ = fθ(x̂). Then compare it with
all representations in V with cosine similarity and find the k-nearest
neighbors Nk. The class with maximum weight from Nk will be the
predicted image class.
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Contrastive Multiview Coding [1]

I Problem formation: mutual information maximization.

I Learning objective: a representation that aims to maximize mutual
information between different views of the same scene.

I Novelty: contrastive learning with different views.

Figure 3: Contrastive multiview coding framework.
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Contrast Between Two Views

The idea is learn a representation that separates samples from different
distributions.

Given two views V1 and V2 of a collections of samples {vi1, vi2}Ni=1,
contrast congruent and incongruent pairs x ∼ p(v1, v2) (positives) and
y ∼ p(v1)p(v2) (negatives).

A discrimination function hθ(·) is trained to give high values for positives
and low values for negatives. The contrastive loss is thus defined on a
sample set S = {x, y1, y2, · · · , yk} as:

Lcontrast = −ES

[
log

hθ(x)

hθ(x) +
∑k

j=1 hθ(yi)

]
.
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Sample Set and Discrimination Function

To easily construct the sample set S, one view is fixed and the other
enumerates positives and negatives:

LV1,V2

contrast = −E{v1,v1
2 ,··· ,v

k+1
2 }

[
log

hθ(v11 , v
1
2)∑k+1

j=1 hθ(v11 , v
j
2)

]
. (5)

The discrimination function hθ is a neural network. Specifically, two
encoders fθ1

and fθ1
is used.

hθ({v1, v2}) = exp

(
1

τ
· fθ(v1) · fθ(v2)

‖fθ(v1)‖ · ‖fθ(v2)‖

)
.
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Two-View Loss

Symmetrically, LV2,V1

contrast can be derived from Eq. 5.

Adding LV1,V2

contrast and LV2,V1

contrast, the two-view contrastive loss is:

L(V1, V2) = LV1,V2

contrast + LV2,V1

contrast. (6)
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Contrast Between More Than Two Views

Suppose there are M views V1, V2, · · · , VM . The “core” view is the one
to optimize. There are two paradigms that can be used.

I Pair-wise: LC =
∑M

j=2 L(V1, Vj).

I Full grap: LF =
∑

1≤i≤M L(Vi, Vj).
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Negative-sampling & Memory Bank

In the last model, noise-contrast estimation is used to reduce number of
classes. CMC uses negative sampling and formulate contrastive loss as a
(m+ 1)-way softmax classification. The idea of memory bank is also
adopted here and it is dynamically updated.
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Momentum Contrast [3]

I Problem formation: instance-level classification.

I Learning objective: moving-averaged encoder.

I Novelty: build a large and consistent dictionary on-the-fly that
facilitates unsupervised contrastive learning.

xq encoder q

xk0
xk1
xk2
· · ·


dictionary

momentum
encoder

k0 k1 · · ·

similarity
metric
hθ(·, ·)

Lcontrast

Figure 4: Contrastive as dictionary look-up. The optimization goal is retrieve
the positive key(s) from the dictionary.
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InfoNCE

Consider an encoded query q and a set of encoded samples (keys)
{k0, k1, · · · }. MoCo use the following loss.

InfoNCE

Lq = − log
exp(q · k+/τ)∑K
j=0 exp(q · kj/τ)

(7)

Intuitively, Lq is a K + 1-way softmax classification loss that classifies q
as k+. Two identical or distinct encoders fθq

and fθk
are used to encode

q and k’s, respectively.
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Momentum Contrast

I Dictionary as a queue: maintains dictionary as a queue (first in, first
out), decouples its size from batch size, and progressively updated
with new batches and iterations.

I Momentum update: By maintaining a queue, the encoder fθk
can

not be updated via back-propagation. Momentum update is used
instead to update it consistently: θk ← m · θk + (1−m) · θq.
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Comparison

Lcontrast

q · k

q k

encoder
fθq

xq

encoder
fθk

xk

(a) end-to-end

Lcontrast

q · k

q k

encoder
fθq

xq

sampling

memory
bank

(b) memory bank
instance-only: InsDic

multiview: CMC

Lcontrast

q · k

q k

encoder
fθq

xq

momentum
encoder

xk

(c) MoCo

gradient gradient gradient gradient

update
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Supervised Contrastive Learning [4]

I Problem formation: supervised image classification

I Learning objective: a representation from supervised class labels.

I Novelty: extend self-supervised contrast to fully-supervised scenarios.

Figure 5: Self-supervised v.s. Supervised Contrast.
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Supervised Contrastive Losses

Self supervised contrastive losses 2, 6 and 7 do not consider additional
label information. To include it, two kinds of supervised contrastive
losses are proposed:

Lsup
out =

∑
i∈I
Lsup
out,i =

∑
i∈I
− 1

|P (i)|
∑

p∈P (i)

log
exp (zi · zp/τ)∑

a∈A(i) exp (zi · za/τ)

Lsup
in =

∑
i∈I
Lsup
in,i =

∑
i∈I
− log

 1

|P (i)|
∑

p∈P (i)

exp (zi · zp/τ)∑
a∈A(i) exp (zi · za/τ)


I A(i) is all the samples except i itself.

I P (i) is all the samples in A(i) that has the same class label as i.
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Properties of Supervised Contrastive Losses

I Generalize to an arbitrary number of positives.

I Capability increases with more negatives.

I Ability to perform hard positive/negative mining.
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Gradient Analysis

The gradients for both Lsup
out,i and Lsup

in,i w.r.t. zi have the same
form:

∂Lsup
·,i

∂zi
=

1

τ

 ∑
p∈P (i)

zp (Pip −Xip) +
∑

n∈N(i)

znPin


I N(i) is the complement of P (i) w.r.t. A(i).

I P (ix) ≡
exp (zi · zx/τ)∑

a∈A(i) exp (zi · za/τ)
, x ∈ {p, n}.

I Xip =


exp (zi · zp/τ)∑

p′∈P (i) exp (zi · zp′/τ)
, if Lsup

·,i = Lsup
in,i

1

|P (i)|
, if Lsup

·,i = Lsup
out,i

.
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Stabilization

If zp is substituted with the less biased mean representation z̄, Xin
ip will

reduce to Xout
ip . This will lead to more stability in training and reduce

impact of a single positive sample.

Supervised contrastive loss Lsup

Lsup
out =

∑
i∈I
Lsup
out,i =

∑
i∈I
− 1

|P (i)|
∑

p∈P (i)

log
exp (zi · zp/τ)∑

a∈A(i) exp (zi · za/τ)
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Contrastive Cookbook

Contrast

Modality

Memory
Bank

Memory
Bank

Momentum
Encoder

InsDisCMC MoCo

SupCon

Self-supervised Supervised

unimulti uni
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Thank You for Your Attention

Q & A
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